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Preface

The interest in mobile information technology for emergency response (ER)
comes from the simple fact that an important part of this work is done in the
field. With little or no infrastructure to rely on, ER operatives have to make
do with the tools they bring along. Of course, ER organizations build, invest in
and do rely on infrastructure for their operations and this includes sophisticated
stationary information technology. The systems used for dispatching ER units
are a good example for this. While such systems are very important to support
strategic planning and decision making, the effects of emergency response work
eventually have to be created on site. And this includes both obtaining the infor-
mation required for taking informed decisions as well as implementing decisions
through targeted actions in the field. All of this is of course not new. The trade-
off between responding quickly with the available resources to the situation at
hand and responding with more deliberation to strategic goals and constraints
is not inherent to the use of information technology but to responding to emer-
gencies in general. What is new is that current and foreseeable innovations in
mobile information technology have the potential to offer substantially better
support for emergency response field work, resulting in better solutions for this
trade-off. By providing better gathering, communication and processing of rele-
vant information between all actors involved, we believe that mobile information
technology can be a valuable tool in the hands of ER professionals to increase
the speed, precision, efficiency and effectiveness of their operations.

But we are also aware that new technologies not only solve problems but
frequently create new ones. Examples in this case are reliability, dependency,
and the need for adapted operational procedures, to name but a few. So it is
because of this double characteristic, the great potential benefit that usable
mobile IT could yield in the domain of emergency response and the specific
design challenges for such technologies in this particularly unforgiving domain,
that we decided to create a new venue for researchers and practitioners from
different disciplines and backgrounds; a venue for a focussed exchange on how
mobile information technology can be effectively used to the benefit of ER.

The call for papers for the first Mobile Response workshop attracted over 30
submissions from 13 different countries, including international submissions from
Australia, Brazil, Japan, Korea and Russia. An international Program Com-
mittee with experts on mobile information technology, ER, and ER equipment
selected 16 submissions for presentation during the workshop, which was held
February 22-23 at Schloss Birlinghoven in Sankt Augustin, Germany. These pre-
sentations offered not only an interesting overview of how different disciplines
address the design of mobile IT, but also provided insights into the perspec-
tives from different countries as well as the different perspectives of scientists,
industrial representatives and practitioners.



VI Preface

The workshop was concluded by a panel discussion on some of the points that
had been raised during the presentations, three of which we would like to briefly
present here. Firstly, the relation between standardization and innovation was
discussed. It was pointed out that standardization might help in building solu-
tions from well-proven technologies and that it would also foster interoperability
which is of particular importance for international cooperation as well as for
creating bigger markets. On the other hand, it was stressed that standardization
can become a severe obstacle to innovation. Especially for a quickly developing
field like mobile IT it is important to maintain sufficient space for innovation.
Secondly, the question of how all the information that might be obtained from
mobile information technology could be made accessible and usable in something
like a joint operational picture was discussed. It was stressed that not all the
information is needed by everybody, but that specific actors need information
that is relevant for their current task, corresponding more to a common relevant
operational picture. It was pointed out that the concept of situational aware-
ness is likely to be helpful in understanding what information is actually needed.
Thirdly, the importance of understanding and designing for the actual work of
emergency response professionals was stressed. This includes considering every-
day problems and informal processes that might not be visible at first glance.
Jokingly, one ER professional remarked that it is insufficient to paint some sys-
tem red to turn it into a solution for fire services. On a more serious note it was
stressed that empirical studies to understand the actual work and needs of ER
professionals is one of the weak points of current research and development that
needs to be extended.

We would like to thank the members of the Program Committee who were
very helpful in attracting attention to the event and reviewing the submissions.
We would like to thank everybody who was involved in the preparation of the
event, particularly our colleagues from Fraunhofer TAIS and Fraunhofer FIT.
Most importantly we would like to thank everybody who submitted papers to
Mobile Response 2007, all the presenters and all the participants who contributed
to a lively and intriguing exchange during the event. Special thanks go to our
keynote presenter Kees Nieuwenhuis, who not only gave a most interesting talk,
but was also kind enough to promote our event in the ISCRAM community.
Finally, we would like to thank the European Commission for their support to
the EU projects Share and wearlT@Qwork and for providing us with the context
to organize this event. We plan to continue with Mobile Response in 2008 and
would like to invite everybody interested to check www.mobile-response.de for
announcements on this event.

March 2007 Jobst LofHler
Markus Klann
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Information Systems for Crisis Response and
Management

Kees Nieuwenhuis

DECIS Lab,
Delftechpark 24, Delft, The Netherlands
kees.nieuwenhuis@decis.nl

Abstract. Improving our knowledge of and capabilities to handle disasters and
crises is not simply a matter of more information processing and more reliable
communication and computation. It needs the exchange of information between
many different scientific and technology disciplines and a much better
understanding of engineering complex C4I systems-of-systems. This discussion
paper will address the need for and purpose of an international community and
how to obtain focus and transfer of scientific results.

Keywords: Decision Support, Crisis Response and Management, crisis taxonomy.

1 Introduction

Even without understanding any of the details behind terms like disaster management,
crisis management, crisis response and command & control, most people can claim to
have some basic understanding of what managing a disaster or a crisis may
encompass. They would be able to explain that managing for example a major road
accident or airplane crash is a process which involves many different organizations,
working together with some common intent and that there is a need to share
information and, based on that information, decide on something to do with the
purpose of improving a situation that got out of control.

In 2003 a number of scientists from different organizations decided to set up an
international community to stimulate the exchange of views and information on the
design and use of information systems for crisis response and management. It was
appropriately entitled the ISCRAM Community. Muray Turoff and Roxanne Hiltz
from the New Jersey Institute of Technology, Bartel Van De Walle from Tilburg
University and Benny Carlé from the Belgium Nuclear Research Centre were
among the initiators. Already working together with researchers and professionals
from many institutions and for many years, the realization that more and continuous
communication over a broad range of scientific and technology disciplines and with
the professionals of disaster prevention, response and rehabilitation, translated into
establishing the ISCRAM Community. ISCRAM is (to be) for scientists what
TIEMS (The International Emergency Management Society) is for professionals in
the field of disaster and crisis management, but with a focus on Information
Systems aspects.

J. Loffler and M. Klann (Eds.): Mobile Response 2007, LNCS 4458, pp. 1 2007.
© Springer-Verlag Berlin Heidelberg 2007



2 K. Nieuwenhuis

1.1 Purpose of the Community

ISCRAM wants to promote research in all relevant scientific fields, from computer
science, information science, economics, business administration, cognitive science
and many more. But the purpose of the ISCRAM community is to apply a context or
focus by formulating and addressing question from a particular application domain,
namely disaster and crisis management. At the same time, we also want to promote
the development and deployment of information systems that use the results of the
research and discuss the experiences of the professionals that use these applications.
Feed back from the field is of vital importance and can help us direct future research
in multiple areas of knowledge and technology.

The community is also the mechanism to facilitate and promote cooperation
between scientists, the institutions that they work for and the researcher from for
example industrial research departments and technology providers. And of course
across the globe. It will allow people with similar interest to collaborate but it will
also facilitate the much needed multi-disciplinary approach.

And last but not least, because the community also counts solution providers and
end-users among its members we explicitly address dissemination and establishing a
conduit from research-to-market. Which helps us to show that there are clear societal
and economic benefits form the scientific labor that is put in research in many
different disciplines.

1.2 Organizing Exchange, Dissemination and Transfer

To promote and facilitate research and the exchange of information between scientists
and professionals, the ISCRAM community deploys several methods and tools.

The yearly International ISCRAM Conference is probably the most noticeable tool
at the moment. It started in 2003 with a 2-day workshop in Brussels, but already the
following year obtained its status as an international scientific conference. The
predicate ‘scientific’ is important, especially since the domain of disaster and crisis
management is not a field of science. Care is taken that the yearly conference,
traveling between Europe and the United States, is a recognized platform for young
and experienced scientists to present their best work and get it published in the
proceedings. However, the conference also wants to provide a platform for
professionals and their contributions via papers and presentations in which their
experiences and needs are presented to the academic researchers.

Other tools are the workshops and special Emergency Management sessions at
other conferences. They address the need for in-depth study of specific topics or
special parts of the user community.

Also a yearly event is the ISCRAM-TIEMS Summer School that targets young
researchers, PhD students in particular from various disciplines. The Summer School
offers them the chance to learn about the field of disaster and crisis management from
experienced researchers and professionals and learn how their own research can
contribute to solving problems in this domain.

Finally, the web-based environment www.iscram.org offers community members
access to its members list, proceedings and papers, book reviews and a mailing list. It
helps to establish contacts, by acting as ‘who-is-who’ and collaboration.
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2 The ISCRAM Community

Membership is open to all that have an interest in studying disaster and crisis
management from different angles. From 2003 to 2006, membership has grown to
more than 800 people, from graduate and PhD students, to senior researchers but also
including professionals such as fire fighters, police, medical emergency staff and
government officials. Therefore, the community is not only a scientific community
but also a community of practice. As indicated in figure 1, members are spread across
the globe and their number is still growing.

September 2006

Fig. 1. Distribution of ISCRAM community members over the globe

Apart from disseminating the results of scientific research and experiences with the
application of these results, an important goal is to help define further programs and
projects and action plans on a national and international scale, for scientific and
technology research, and stimulate collaboration between researchers of different
disciplines. The aim is to get a better grip on both the impacts of disasters and crises
on society and the specific context or circumstances in which they need to be
managed. And because of the many different disciplines involved, we need to develop
a ‘common understanding’ that helps us to communicate across disciplines and
specializations.

2.1 A Simple Crises Taxonomy

For many experts from many different fields and expertise areas to communicate
effectively and exchange information and views, some form of common
understanding is necessary, at least within the ISCRAM community. One way of
starting a discussion on the subject of a common understanding, is to define and share
a simple and fairly abstract crisis taxonomy.

The three main structural elements proposed here are to differentiate between man-
made disasters, natural disasters and pandemic disasters. The reason for putting
pandemic disasters in a class of their own is because in contrast to the other two, they
will not allow us to restore the before-disaster situation. And thus, while the response
is in progress, we need to plan ahead for a new society.
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Describing their differences in terms of a number of features will help us to
understand them as context for our problem definitions and problem solving. The
purpose of this classification is therefore not an analytical one, but to define the scope
of the problems that we need to focus on, the information system requirements that
we need to address and the context in which solutions for (perceived) problems can be
validated. As indicated in figure 2, the use of such a taxonomy should allow for
specific incidents to fall in two or even all categories, i.e. develop different
characteristics while they evolve.

A first set of differentiators could be the following:

e Predictability and risk assessment: The models and the reasoning techniques that
are available and their reflection on the information systems for the phases of the
management process

¢ Organization infrastructure: The organization infrastructure availability, reliabi-
lity and robustness during the phases of the management process

¢ Communication infrastructure: The communication infrastructure availability, relia-
bility and robustness during the phases of the management process

¢ Information infrastructure: The same for the information infrastructure.

e Management goals and ‘commanders intent’: Depending on the sort of crisis,
the management objectives are different and impact the so-called ‘commanders
intent’ which in turn impacts the requirements for the information systems and the
context in which they have to operate.

Man-made disaster Natural disaster Pandemic disaster

Tl e

B Landen met virusverspreding onder zowel mensen als kppen
Landen me virusverspreicing onder kippen en/of ander plumvee
Dodelke siachtofters

Verspreiding virus
Vogelgrepvinus HSN1 verspreid zich
i

Gvergaan; Waarschinik beemetting ven | wearbi viu kan
vegegiepnie 20

(- B
e

X

e, 7
g/

‘ Different types of strategies and demands

Fig. 2. A simple crisis taxonomy to structure discussions
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As stated in the beginning, the views presented here are aimed at starting a
discussion within the community and can thus be defined as ‘work in progress’ on the
foundations of ISCRAM. They have nothing to do with scientific research on
disasters themselves.

2.2 Common Concerns

From an operational view, the disaster and crisis management process is often
described in a sequential way by a number of steps that impose their own specific
requirements on the information systems for their support. This process description is
common to all three elements of the taxonomy introduced.

A step-wise process description that is often used in the ISCRAM community is
the following:

e Detection: the process concerned with searching the environment for key features
of an incident of a particular nature

e Assessment: the process of building situation awareness and trying to classify and
quantify an observed incident

e Alerting: planning for a step-wise increase in detection and assessment with the
aim to respond

e Mitigation: planning the first response and the necessary scaling up

¢ Response: scheduling (and re-planning) to actually engage resources to contain the
incident under severe time-constraints and uncertainty

e Recovery: planning and scheduling for rehabilitation

One process step that does not fit well with the step-wise approach explained before,
but which is vital for the quality of all these process steps, is

e Training.

Training at the operational, tactical and strategic level focuses on the preparedness of
the humans involved in the overall process. It has two important links with the
information systems that are the main concern of the ISCRAM community: first, for
training we need specialized information systems and, secondly, training involves the
use of the information systems that we need for the different steps described above.
Therefore, training also needs to be addressed as a common concern.

2.3 Disciplines Involved

As for the scientific and technology disciplines involved in further investigating and
elaborating on ISCRAM, a projection of the background of present ISCRAM
community members already includes: computer science and technology (from
computational techniques to Al), communication science and technology (from
telecommunication to information distribution and security), information science and
technology (from information modeling to knowledge extraction), the human sciences
(from psychology, sociology, anthropology to cognition), operational research and
business science etcetera.
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The list can be made longer, but already indicates that advances in the domain of
disaster and crisis management are, by necessity, based on a cross-disciplinary
approach rather than a mono-disciplinary one. Still, the well known methods of
research: fundamental research, applied research and empirical research, apply. In
fundamental research we can distinguish two basic approaches: a theoretical or model
based approach and an experimental one. In the first we calculate and analyse and in
the second we capture and analyze. In Applied research we can distinguish between
the use of controlled experiments and prototyping or simulating (and capture and
analyze the data). The use of these two methods is well embedded in the ISCRAM
community. The third method, empirical research, is also well known in this domain.
Here we can distinguish between controlled reality experiments and dedicated
exercises. Not withstanding the excellent research projects in which this method is
used, I would argue that it is under-valued especially by the professionals in the field.
There are many good reasons for not using this method, especially political and
practical ones, but there are also excellent reasons for its use and work to overcome
the difficulties associated with it. And to name the one that is most important in the
authors view: research in now-time can be used for demand articulation.

3 Some Thoughts on a System Architecture

Looking at the disaster management and crisis management process in the real world,
it is clear that it involves two sorts of information processing entities: the humans and
the computer based systems. This is also clearly reflected in the research that is
presented by members of the ISCRAM community. However, in most discussions, we
are still stuck with the traditional view on information systems as the ‘silicon based’
and engineered partition that is ‘used by’ humans.

It is time to shift gears and to redefine the notion of an information system so that
it can include also humans and thus forces us to investigate the use of for example
human cognitive capabilities with as much vigor as the use of Al-techniques, in the
context of crisis management. This implies that we define a new paradigm from
which to derive requirements for new architectures for information systems for crisis
response and management. The paradigm proposed is that of Actor-Agent
Communities. The actors refer to the human (or carbon-based) information processing
entities or systems. And the agents refer to the software (or silicon-based) entities.
The use of the word ‘communities’ reflects the notion that an information system for
crisis response and management is, at any given moment in time, a dynamic
configuration of collaborating and therefore interacting entities of the two sorts, but
with emergent properties that are not all defined at design-time.

A number of issues emerge from this paradigm that must be addressed at the
architecture level, such as communication, shared awareness, collaborative decision
making, the construction of systems-of-systems, the construction of organizations-of-
organisations and coordination and autonomy. This list is not complete, future
research will set the scope by adding more issues that need to be addressed in a multi-
disciplinary way.
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Actor Agent Communities

Fig. 3. A new paradigm for complex information systems, including human processing

4 Conclusions

As stated in the abstract, this discussion paper is not scientific in nature. It does not
elaborate on a theoretical model or tries to validate a scientifically interesting
hypothesis. It reports on a number of ideas to improve the transfer of scientific results
in multiple fields to a particular application domain: disaster and crisis management.

The paper presents the ISCRAM community as a viable method to increase the use
and rate of transfer of better concepts and technology from the domain of science to
the domain of application. It presents a case for a new system paradigm, as a starting
point for the investigation of new information systems architectures for use in the
particular complex and demanding use domain of crisis management. It also presents
a simple crisis taxonomy as a tool to guide cross-disciplinary communication and
collaboration.

Future work will focus on elaborating on the taxonomy and its practical application
and how to measure the effectiveness. And on providing the scientific foundations for
the AAC paradigm. The paradigm defines a complex information system as a network
of autonomous information processing entities that collaborate. Two types of entities
are distinguished, the humans, often referred to as the-people-in-the-loop, and the
agents or engineered information processing systems. The collaboration context is
named community to indicate that the system properties come from both designed-in
and emergent behavior through interaction of the entities. The paradigm prompts for
the investigation of a whole new string of multi-disciplinary research activities and
technologies and techniques to be developed, such as how to interface and connect
human and Al-based decision making processes and algorithms, and how to transform
existing software based information systems into autonomous software agents and
what system architectures are suitable to support the construction and use of AACs.
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And what (supervisory) control methods and techniques do we need to constrain the
function, performance and operational behavior of a dynamic AAC-type system?

In support of the relevance of those and other questions, consider for example that
in the domain of the software based information systems the use of the OODA loop
(or derivatives thereof) is generally accepted and appears also in newer concepts such
as Network Centric Systems and Network Enabled Capabilities. In humans however,
recent literature on for example Naturalistic Decision Making makes more and more
reference is to a different cycle in humans and human decision making which can be
paraphrased as Observe-Match-Act. Not only is the Observe used in the context of
OODA not similar to the Observe used in connection with humans, because human
observation is subject to a filter at the input (‘we see what our thoughts allow us to
see’), whereas in engineered information systems we typically apply the filtering at
the output of the observation. But the whole structures and meaning of the steps in
these two loops are not at all similar. An implication is that in an AAC we simply
cannot rely on superficial similarities between humans as sensors and sensors that
transform some physical signal into a stream of digits.

And than there is the question of design methodology and accompanying methods
and tools to design, build and operate AACs. And the business models, infrastructures
and standards that we need, if only to mitigate the risks involved in building and using
such systems. In short, the paradigm is the doorstep that leads us to the next level of
the use of Information Technology for complex information systems that have to
operate reliably in chaotic environments, but the place that it gives access to is still
mostly uncharted.
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Aspects of Anatomical and Chronological Sequence
Diagrams in Software-Supported Emergency Care
Patient Report Forms

Franz Waldher', Jiirgen Thierryz, and Simon Grasser’
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2 Carinthia University of Applied Sciences, Department of Medical Information
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Abstract. Across Europe emergency physicians are still using paper-based
emergency report forms to document medical procedure at accident scenes. The
forms are quite similar, but they differ in certain parameters or attributes. There are
ongoing endeavours to combine the paper-based protocols and then transfer this
new protocol standard into a software-based Emergency Patient Care Report Form
(EPCRF). However during the transformation from a paper-based to an electronic
solution, many problems occur. To keep the users’ acceptance of the emergency
medical services personnel, it is crucial that electronic EPCRF supports the central
process efficiently. Therefore key elements within the emergency report form are
the anatomical diagrams and the chronological sequence diagrams. These diagrams
allow the emergency physician to track and record patient’s parameters in a very
fast and understandable and user friendly way.

Keywords: Emergency patient report forms, chronological sequence diagram,
emergency, patient record.

1 Introduction

In the last decade, more and more countries have made an effort to change the way of
logging and recording data in medical emergency situations. The intention is to create
a new European standard with a common record set to ease the documentation
evaluation, and processing of the medical emergency patient data and to replace the
paper-based emergency patient report forms with software-based solutions running on
rugged hardware setups.

For example the ‘European Emergency Data Project’ (EED) [1] is a research
project supported by the European Union (Twelve participants; Belgium, Denmark,
Germany, France, Finland, Great Britain, Ireland, Italy, Portugal, Sweden, Spain and
Austria). The project aims to filter similarities between the different European
medical emergency systems with the intention to make them comparable. The
‘Hesculaep Project’ [2], another project supported by the European Union, works on
the standardisation and coordination of European medical emergency systems to
increase the quality of medical procedures in emergency situations [3]. Both projects
have in common that they homogenize medical emergency procedures and quality

J. Loffler and M. Klann (Eds.): Mobile Response 2007, LNCS 4458, pp. 9 2007.
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10 F. Waldher, J. Thierry, and S. Grasser

assurance of documentation. Due to critical time schedule of emergency situations
and the above mentioned goals, the use of information technology is absolutely
necessary to ensure that data is being recorded and processed in time.

This paper presents a general survey of graphical elements used in medical emergency
report forms and the advantages of their software-based equivalent. These elements
(graphical controls) implemented in a software system represent a major leap forward
regarding the quality as well as the usability and acceptability of these reports. To
conduct a thorough evaluation of the report forms being used in Europe, report forms of
23 European countries (73 organisations) were collected and now a collection of 49
different protocols are available within the Collection of European Emergency Protocols
(CEEP)[4]. The evaluation has shown that in a high number of report forms anatomical
and sequence diagrams are central elements supporting the workflow.

2 CANIS

The goal of the research project CANIS [5] - Carinthian Notarzt (emergency physician)
information system - is the establishment and optimization of the information stream
between the emergency rescue vehicle (ERV) / emergency rescue helicopter (ERH) and
the receiving hospital. CANIS is to be realized through the development of an
emergency-relevant, mobile and standardized protocolling of all medical relevant events.
This includes all clinically vital parameters that vary from the norm at the scene of the
accident as well as during the transport to the emergency room.

Table 1. Rugged devices

Device Hammerhead RT Toughbook CF-18 Gotive H42
Dimens. | 280 x 210 x 41 mm 271 x 49 x 216 mm 230 x 94 x 34 mm
Weight 2,17 kg incl.batteries | 2,1 kg incl. batteries 580g
Display | 1024 x 768 (XGA) 1024 x 768 XGA 10.4” 640 x 240(HVGA)6.2”
10.4” transmissive trans-missive, anti-reflective | Touchscreen(Stylus-
active matrix colour | and outdoor-viewable active | Pen)
TFT with Touch- matrix colour TFT with
screen (Digitizer or Touchscreen (Digitizer or
pressure sensitive) pressure sensitive)
Ports USB, PCMCIA Type | USB, PC Card Type 11/ I USB, SD Card Slot, CF
111 Secure Digital Card (SD) Card Type II Slot
Wireless | Wireless LAN, GPS, | Wireless LAN, GPS, GPRS GSM/GPRS, GPS,
GPRS, Bluetooth Wireless LAN,
Bluetooth
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Within CANIS an evaluation process of feasible hardware setups has been carried
out. Because of the possibly rough working environment, the hardware for an
electronic EPCRF system has to meet certain requirements, e.g. standards such as the
IP Rating, Military Standard (MIL-STD), Military Specification (MIL-SPEC), or the
National Electrical Manufacturer Association (NEMA). When working in a medical
environment, the minimum requirement is an IP Rating of IP54 which means the
device has to be resistant against water, dust, shocks and vibrations, a so called
‘rugged’ device. It should be able to integrate the devices into either the emergency
rescue vehicles or into a special medical suit for the physician.

Three different devices have met the rugged environment requirements and represent
the best possible solution at this time (Table 1). There are two Tablet-PCs (Walkabout
Hammerhead RT, Panasonic Toughbook CF-18) and a Windows Mobile 5 Device
(Gotive H42).

The Gotive H42 is available with features like Bar Code Reader, Smart Card
Reader or Finger Print Reader (interesting from a security point of view).

When considering ‘wearable computing’ the Gotive H42, as well as some other
PDAs can be integrated into a special environment suit for the medical personnel. As
an extension for such a suit, a head-up display can be used to visualize the display
content of the PDA (Fig. 1). Another extension could be the integration of speech
recognition to navigate and control the program. This would be a hands-free approach
and could be an advantage for the physician.

Fig. 1. Integrated medical suit with head-up display

3 Emergency Report Form Evaluation

3.1 Collection of European Emergency Protocols

Almost every country in Europe has its own paper-based EPCRF. They are all quite
similar and show a structural compliance, but they differ immensely in certain details.
All evaluated forms refer to the following hierarchical information structure with a
depth of 3 (Fig. 2).
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Report Category T o »  Report Attribute T o »  Report Value
Clinical information, Pulse, Present, absent, rate,
Medical treatment, Skin, Normal, pale, flushed,
Vital observation,... Pupils,... Dilated, normal,...

Fig. 2. Report category hierarchy
Table 2. Report categories
Report category Report attribute
1 Mission related data Administration data, insurance data,
statistical data
2 Incident information Date of call, time of call, incident location
3 Clinical information/vital observation GCS (Glasgow Coma Scale), pupils, skin
4 Medical treatment/measurements Defibrillation, medication
5 Results and transfer data Injury assessment on handover

The evaluation has identified strong correlations within the report categories,
which are listed with examples below:

The most important part of the EPCRF is the medical treatment/measurement
section. All measures taken have to be recorded in this section. The condition of the
patient, measured values, pharmaceuticals, complications and many more are
recorded chronologically.

3.2 Anatomical Diagrams

Injuries are an important part of the patient’s state of health and need to be documented.
To achieve this in a clear and easy way, graphical elements or areas (e.g. draw of a
human body) are provided inside the forms. The various injuries are represented by
characters (Fig. 3, 4), free text description fields (Fig. 5), or symbols (Fig. 6).

The visualization of an injury allows a very fast overview of existing injuries. The
physician is able to evaluate the injuries by taking a look at the graphical presentation.
In 22 of 49 protocols graphical elements to illustrate injuries are already implemented.
However the existence of graphical elements does not automatically improve the
quality of the information. In some report forms there are, for example, no
segmentations of the anatomical figure or no symbols for certain kinds of injuries and
most of the symbols are not used consistently. The ® - symbol, for example, is used
for fractures, wounds and burns. The standardisation of these symbols is essential for
the establishment of a European EPCRF.

Table 3 shows a possible recommendation for the consistent usage of symbols for the
illustration of injuries. When creating symbols it is important to have in mind that the
symbols are interpreted differently by different cultures (with the exception of the burn
symbol).
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Table 3. Injury symbols
Characteristic Symbol | Description
Fracture / Fracture includes both open and closed fractures.
Burn w Damaged tissue, as a result of impact of heat
B (burn) or impact of cold (frostbite).
Wound ® This category includes all types of wounds,
surface injuries and fissures.
Pain . The category pain describes injuries like
embossments, tumours, contusions and luxations.
Amputation ~ Separation of a part of the body.
Acroanaesthesia o

aa O P Pain
B Burn IR Rash
[J C Contusion [JS Swelling
mh
O#

Abrasion

Dislocation [N Numbness
1 W Wound

Fracture

Fig. 3. llustration of injuries (Pre-Hospital

Emergency Care Council, Ireland)

Fig. 5. llustration of injuries

(Ambulancezorg Limburg, The Netherlands)
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Fig. 4. llustration of injuries (Soccorso
Sanitario Regione Lombardia, Italy)
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Fig. 6. Nlustration of injuries (Red Cross
Austria, Vorarlberg, Austria)

An example screenshot of an anatomical graphical control (part of a software-
based emergency system, developed within the research project CANIS) is shown in
Fig. 7. It demonstrates a topographical illustration to document injuries used with
either Tablet PCs or Windows Mobile-based Pocket PCs. Six different categories of
injuries can be described by a simple drag-and-drop of symbols to the appropriate
regions. Additionally a differentiation between the front and the back of the
bodyisavailable. Overall there are 52 regions available, which mean that there are 6
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combinations possible. Even with detailed classification and multiple regions it is
relatively easy to get a quick overview of the situation.
The following features have to be implemented:

e Different symbols for either different visualizations (Tablet-PC or PDA) or
different countries.

Gender-neutral illustration

Different possible segmentations/granularity

Drag-and-drop functionality

Speech recognition support

Verbrennung a

Fraktur I

Luxation &
Contusion @
Amputation ~w
Wunde @

Fig. 7. llustration of injuries, available body regions (CANIS, Austria)

3.3 Usability of Anatomical Diagrams

An important factor of an anatomical diagram is the way the illustration of the human
body is done. It should be clear and well-structured and therefore intuitive to use.
Every detail of the illustration has to be large enough to ensure that a selection either
by finger or by pen is possible. The selection of the symbols should be capable by
“select and use” and by ‘“drag-and-drop”. To ensure a clearly arranged body
illustration, the clickable regions should be bigger than the symbols.

Of course, the acceptance of such a control element depends on the screen size and
resolution of the device. On a Tablet-PC it is absolutely easy to use just by using your
finger, whereas on a mobile device the user has to use a stylus to hit the designated
areas.

3.4 Sequence Diagrams

Another important aspect within the EPCRF is to increase the usability and to
simplify the recording process of the chronological sequences of medical treatments
and/or the administration of medicine. A sequence diagram allows the physician to
record parameters like medical treatments, complications or vital parameters. This is
quite a good method to observe the patient’s health condition during medical
treatment even if it lasts for a longer period of time.
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Fig. 8. Sequence diagram (White cross, Italy)

Table 4. Sequence diagram symbols

Characteristic Symbol # Occurrence
Pulse o 4 13
° 8
X 1
Blood pressure VA 12 12
Defibrillation ? 9 9
Intubation + 7 8
T 1
Cardiac massage 6 7
o |
v
Transport T-T 5 5
Controlled (artificial) ] 1 3
respiration INVWVI 1
o/N\\\\Vo 1
Extubation 4 3 3
SpO, ° 1 1
Breath frequency O 1 1
assisted respiration ® 1 1
Take over X- 1 1
Transfer -X 1 1
Exitus Letalis + 1 1

Fig. 8 shows an example of a paper-based sequence diagram. On the left hand side
of the sheet the available symbols are listed, whereas on the right hand side the
physician is able to record for example the administered medicine. Further notes can
be taken in the pharmacy section below.
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But with the growing number of symbols and values during medical treatment, the
sequence diagram on the paper becomes more and more complex and therefore less

useful.

Unlike the symbols for injuries, the sequential diagram symbols are quite
standardised (e.g. the symbol for blood pressure). A list of all symbols of the available
European protocols is shown in Table 4 sorted by frequency of occurrence.

A software sequence diagram control allows the user to adapt the timeline and
therefore allows the user to zoom in and out to keep the details in view. Fig. 9 shows
an electronic sequence diagram which meets the following requirements:

Triggered events: For example the system could fire a trigger every ten
minutes to remind the physician of a certain task, e.g. measurement of blood
pressure.

Constraints and rules: The system ensures that the entered values are
within the allowed range. Every parameter can be defined with min/max
values. Also rules can be defined to ensure that specific parameters are
entered in the correct order.

Drag-and-drop functionality and support for different hardware platforms
Predefined adaptive filter for viewing (mask out certain symbols)

Speech recognition support: To increase the efficiency of the user interface, a
speech recognition system can be used as well.

Ankunft Ubergabe
3 g B
mu|
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130; 90

Y
@ A [2009]
ml
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m Eﬂ =
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<

20:00 20:04 : 20:10 20:15

Fig. 9. Software-based sequence diagram (CANIS, Austria)

3.5 Usability of Sequence Diagrams

The user is able to fill in data directly by clicking into the diagram, but it can also be
done by using the buttons below it. Because of the direct data input, the sequence
diagram is highly interactive. This method speeds up the whole input process, but the
user has to learn how to deal with this control element.
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An important factor is the size of the icons. On one hand they should be big
enough to allow a proper selection by using finger input, on the other hand small
enough to keep the diagram clear and easy to read. The symbols can be placed using
drag-and-drop functionality. Time and measurement values are pre-filled by using the
chosen position and have to be validated or modified by the physician using sliders or
the special adapted input panel for figures.

4 Interface Design Considerations

Instead of the classical GUI approach with a multitude of menus, tabs and buttons, the
anatomical and sequence diagrams could be used as the central part of the software.
This approach would change the way how the user interacts with the application. At
the moment the GUI follows the paper-based protocol, and is divided in many menus
and tabs to flatten the learning curve for the personnel.

To increase the efficiency and quality of documentation of the system, different
sensors for measurement or surveillance could be integrated into the application. It is also
possible to connect different devices to the system which deliver measurement values
like blood pressure or electrocardiogram (ECG) automatically. Defibrillator devices
could also provide valuable information which is important to be documented in the
application.

5 User Acceptance and Social Benefits

After a 2-month pilot installation of CANIS (LKH Graz, Austria) was successfully
tested, the involved medical personnel were able to work with the system within a
very short period of time without training on the software, because the design of the
user interface follows the similar structure as the conventional paper version. After a
few weeks, the personnel got used to the anatomical and sequence diagram and
preferred this way of direct data input.

The social benefits of an electronic EPCRF are for example:

e Quality assurance for medical personnel (because of the complete
documentation)

e Insurance companies could be integrated into the data flow

e Educational aspects

e Quality Management for better patient care

6 Conclusion

Though paper-based EPCRFs are widely used all over Europe, the next years will
lead to a change and more and more countries will probably move on to an electronic
solution to increase the quality of documentation and therefore the quality of medical
treatments of the patients. The anatomical and chronological documentation are the
central elements within electronic EPCRFs, in contrast to the paper-based report
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forms. Referring to the shown aspects for implementing such graphical objects is
crucial for high user acceptance and usability [6].
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Abstract. The design of easy-to-use mobile systems for collecting and handling
emergency medical care data in the field can significantly improve the effec-
tiveness of rescue operations. In particular, this paper focuses on the design and
evaluation of a mobile application that replaces ambulance run paper sheets.
First, we discuss the limitations of traditional ambulance run paper sheets.
Then, we present the PDA-based system we have developed. Finally, we dis-
cuss in detail the usability study we have carried out with first responders.

1 Introduction

In emergency medicine, prompt, accurate recording and communication of patient
data can make the difference between life and death [1]. Traditional information
collection in the field and communication to the next level of care is often inaccurate.
For example, during interviews conducted by [1], medics reported that typically 40
percent of the fields on an ambulance run sheet for a trauma incident are either left
blank or filled in erroneously.

The design of easy-to-use systems for collecting and handling emergency medical
care data can significantly improve the effectiveness of rescue operations by
satisfying first responders’ needs such as: (i) enhancing operations timeliness by
allowing to efficiently record and communicate data between on-site teams and
headquarters; (ii) being able to efficiently perform on-site patient classification using
severity color coding (friage), by rapidly applying a set of criteria (triage protocol);
(iii) being able to get information from medical databases that could help in choosing
a proper course of action in the field; (iv) getting real-time information about nearby
hospitals and/or medical care facilities, checking their availability and therapeutic
capabilities, and communicating data to them. Moreover, digital reports can be stored
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in databases and enhance knowledge management capabilities of emergency services
(e.g., automatic assessment of quality of service).

This paper focuses on the design and evaluation of a mobile application that
replaces the traditional ambulance run paper sheets. While other researchers pursued
this goal by using full PCs installed on ambulances [2] or using belt computers,
speech recognition technologies and tablet handhelds [1], we focus on smaller,
lightweight devices, and aim at a data entry style that has to be unaffected by
environmental noise and as similar as possible to traditional paper sheet filling to be
familiar and quickly adoptable by first responders.

2 The Proposed System

In this section, we illustrate some of the main features of the system that is being
jointly developed by the Human-Computer Interaction Lab of the University of Udine
and the Emergency Medical Service of the Hospital of Udine, Italy. Besides replacing
current paper sheets, the system aims at introducing new functionalities that are not
supported by paper sheets and is developed following a user-centered methodology.

2.1 The Traditional Ambulance Run Sheet and Its Limitations

Medical teams on ambulance trucks and helicopters typically record data about the
rescue operation on the so-called ambulance run sheet, i.e. a paper sheet where they
write down information about the incident, patient conditions, actions taken, and
rescue team members.

The contents of a typical ambulance run sheet are split up in sections. The specific
ambulance run sheet we considered is organized into 9 sections: Evaluation,
Treatment, Pharmacologic Therapy, Anamnestic Data, Home Therapy, Diagnosis,
Outcome-Transport-Alerts, Mission Data. These sections are usually filled in the
reported sequence, but the first responder is free to follow a different order.

Using paper for information recording has clear limitations, both in data entry and
information representation. When a user miswrites something, corrections result in
reports that are hard to read and revise. Moreover, a paper sheet is a passive
information container that is not able neither to warn the user of inconsistencies in the
data nor to highlight critical situations by analyzing the entered values.

During the initial interviews with target users, it clearly came out that the layout of
sections on the ambulance run sheet was designed to get the most out of the space
available on a A4-sized sheet, and the arrangement of fields does not take into
account neither the logical order followed by medics in filling out the report nor the
classic conventions for maximizing readability in forms.

2.2 The Mobile Prototype

The proposed application aims at overcoming the above summarized limitations of
the ambulance run sheet as well as augmenting it with functionalities that were
previously unavailable. It has been developed in C#, represents data in XML format,
and runs on a Pocket PC platform. Pocket PCs were preferred to Tablet PCs after
initial users’ interviews strongly pointed out the need for a lightweight device that can
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be carried in a pocket of the protective suit. Ruggedized versions of PDAs are
particularly interesting for the considered application, because they can be washed
after manipulating them with dirty protective gloves.

Due to the limited size of Pocket PC displays, the original ambulance run sheet
cannot be fully displayed in a single screen. We thus organized the original contents
in logical parts (sections and subsections). The general structure of the user interface
is shown in Figure 1 and is divided in three main parts.

The Navigation Bar allows one to navigate sequentially among sections and
subsections, informs the user about which part of the ambulance run report is being
edited, and provides further information on where the user is in the navigation
structure by indicating which parts of the report precede and follow the current one.
The name of the currently displayed report section (in upper case) and subsection (in
lower case) is shown in the lower center of the navigation bar. Arrow buttons on the
left and right of the bar can be used to navigate backward and forward as if the user
were browsing the pages of a book. The labels on the arrows indicate which section
and subsection the user can reach by tapping on the buttons. When there is no
previous or next subsection, the corresponding arrow button is not shown.

The central part of the screen shows the contents of the Current Subsection. The
user can visually inspect the current values of all the fields and change them.

The Application Menu at the bottom of the screen allows one to carry out typical
file operations such as load and save through a File menu, and to rapidly jump to any
desired section through a Sections menu.
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Fig. 1. General organization of the user interface
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Fig. 2. Examples of fields in a traditional ambulance run sheet: (a) free numeric field, (b) pre-
printed numeric field, (c) textual field, (d) multiple-choice field, (e) mutually-exclusive choice
field, (f) graphic field, (g) mixed-type field

The different types of input fields found on a ambulance run sheet (see examples in
Figure 2) can be classified in six categories: (i) numeric fields, that can be divided in
two subcategories: free numeric fields (white fields where the user is supposed to
write a number) and pre-printed numeric fields (fields with pre-printed values that the
user has to mark); (ii) fextual fields: white space the user can fill with text (e.g.,
patient’s name, ambulance ID, brief description of the rescue operation,...);
(iii) multiple-choice fields: groups of checkboxes where the user can check more than
one box; (iv) mutually-exclusive choice fields: groups of checkboxes where the user
must check only one box, (v) graphical fields: areas on which the user can draw
symbols (e.g., representing different types of injuries on a body picture to describe
how and where the patient is injured); (vi) mixed-type fields: combinations of
previously described fields (e.g., a textual field that should be filled only when a
corresponding checkbox has been ticked).

For each kind of field, we developed an electronic counterpart that aims at:
(i) preventing possible errors made by the user (e.g., values that are out of physically
possible ranges), (ii) taking into account, where possible, the typical usage of the
original ambulance run sheet, to make data entry easier and more familiar for the
target users; (iii) allowing for quick editing of information, (iv) preventing erroneous
or arbitrary use of the fields (that was instead possible with the paper sheet),
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(iv) improving the way data is visualized on the mobile device [3], e.g., we introduced
automatic color coding of the fields based on the entered values to give a quick idea
of how close/far the values are from normality and also provide further feedback to
highlight possible input errors. Figure 3 shows an example of the graphical interface
for visually describing patient’s injuries: only two taps on the screen are needed to
place the proper injury symbol in the right position on the patient’s body schematic.
For filling textual fields, we explored a handwriting recognition approach as well as a
on-screen virtual keyboard with automatic word completion. Speech recognition was
not considered because the initial interviews highlighted that environmental noise in
ambulance trucks and helicopters often seriously affected even human recognition
capabilities when communicating with headquarters.
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Fig. 3. To visually enter injuries, the user first taps on the injury location, then a pop-up menu
lists the available types of injury and the user taps on the desired one (a), and the icon of the
chosen type of injury is drawn by the system in the chosen location (b). Tapping on a injury
icon allows instead to remove it or drag it to a more precise position (c).

3 User Evaluation

The usability testing of the completed prototype took place with 6 first responders
(4 male, 2 female) of the emergency service involved in this project. Their age ranged
from 23 to 50, averaging at 37.5. Since we were particularly interested in the reactions
of users who are not familiar with the employed technology, none of the recruited first
responders had ever used a PDA before. All users had instead some familiarity (very
low for two of them) with desktop PCs. The prototype was tested in the real places
where traditional ambulance run sheets are usually filled by first responders, i.e. in the
ambulances (see Figure 4) as well as in the emergency services rooms. More
specifically, half of the users tested the system in an ambulance, half in a emergency
service room. In the following, we describe in detail the task, the testing procedure
and the obtained results.
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3.1 Task and Procedure

Before the test started, users were briefly taught the basic concepts needed to operate
the system. More specifically, they were briefly instructed about: (i) the touch screen
and stylus, (ii) the organization of the user interface in three main parts, (iii) a few tips
about how to enter text using handwriting recognition software, e.g. drawing clear
capital letters inside the reference grid on the screen, (iv) how to use the automatic
word completion feature of the on-screen virtual keyboard. Since we were interested
also in evaluating how quickly the details of the interface could be understood, no
other information was given, but users were free to ask any question in case of
difficulties so that we could pinpoint aspects that were possibly difficult to
understand.

The task users had to carry out concerned a scenario describing a real rescue
operation and was specifically written by a emergency physician to test every part of
the system. Users were given an A4 sheet with the textual description of the
operation, and a photograph (part of which is shown in Figure 5) shot on a real rescue
mission, illustrating the scene of the accident (an hiker’s fall from a mountain trail),
including the patient and the equipment employed by first responders. The textual
description included all the necessary clinical data needed to fill an ambulance run
report. Users were asked to read the description and then fill the report using the
PDA.

Fig. 4. One of the first responders using our application inside an ambulance

A 624Mhz PocketPC with a 3.5” display and QVGA (320x240) resolution was
employed for the test. Textual data entry was handled through a commercial software
(Phatware Calligrapher [4]), in the handwriting recognition mode (recognition of
entire written words) as well as virtual keyboard mode (with automatic word
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completion), both configured to recognize Italian words. To test both textual data
entry options, the textual field describing the accident was filled by users through
handwriting recognition, while the textual field for clinical notes was filled by users
through the virtual keyboard. The description of the accident for this scenario was
about 7 words long, while the clinical notes were about 26 words long.

After users completed the task, we employed a questionnaire to collect their
subjective opinions concerning the usability of the system. The questionnaire included
5 open-ended questions and 21 statements that had to be rated by users on a numeric
scale ranging from O to 9. The 5 questions concerned which features the user liked
and disliked, possible advantages and drawbacks of the system with respect to the
paper run report, and suggestions on how to improve the application. The 21
statements were taken or adapted from the standard QUIS (Questionnaire for User
Interaction Satisfaction) [5], and divided in five groups, each one dealing with a
different aspect of the user experience: Overall reactions to the software, Screen,
System information, Learning and System capabilities. The statements, as well as
means and variances for the collected answers are reported in Figure 6. After
completing the questionnaire, we freely discussed with users to possibly get more
feedback from them about the system.

Fig. 5. Part of the photograph illustrating the scene of the accident

3.2 Evaluation Results

In general, the results of the evaluation were much more positive than we expected.
Although they had never used a PDA before, all 6 first responders quickly learned
how to effectively operate the system and expressed willingness to employ such tech-
nology in their daily practice. All but one of the 21 statements in the questionnaire
received very good ratings, and most of them with a small variance.
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Mean | Var.
Overall reactions to the system
The system is (0=Difficult, 9=Easy) 8.5 0.3
The system is (O=Uncomfortable, 9=Comfortable) 7.3 15
The system is (0=Rigid, 9=Flexible) 7.2 2.2
The system is (0=Dull, 9=Stimulating) 8.0 0.8
Screen
Characters on the PDA screen are (0=Hard to read, 9=Easy to read) 7.5 11
Organization of information on screen is (0=Confusing, 9=Clear) 8.3 0.3
Sequence of screens is (0=Confusing, 9=Clear) 8.5 0.3
Use of color for data representation is (0=Useless, 9=Useful) 8.7 0.3
System information
[In case the system showed you error messages] 8.0 20
Error messages are (0=Unhelpful, 9=Helpful)
Learning
Learning to operate the system is (0=Difficult, 9=Easy) 8.2 0.2
Exploring new features by trial and error is (0=Difficult, 9=Easy) 8.7 0.3
Remembering names and use of commands is (0=Difficult, 9=Easy) 8.2 0.6
Tasks can be performed in a straightforward manner (0=Never, 9=Always) 7.7 0.3
System capabilities
System speed is (0=Too slow, 9=Fast Enough) 8.3 0.7
System reliability is (0=Low, 9=High) 8.0 0.8
Entering numeric values is (O=Hard, 9=Easy) 8.7 0.3
Writing text using handwriting recognition is (O=Hard, 9=Easy) 3.8 6.6
Writing text using the on-screen virtual keyboard is (O=Hard, 9=Easy) 7.2 1.8
Using the graphical injury diagram is (0=Hard, 9=Easy) 8.2 0.6
Entering other kinds of data is (O=Hard, 9=Easy) 8.2 0.6
[In case you have corrected errors] Correcting errors is (O=Hard, 9=Easy) 8.0 0.5

Fig. 6. Results for the statements in user questionnaire
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Users had no problems in understanding and navigating the sections/subsections
structure. Some of them even stressed how they felt such an organization of content
was useful because it suggested a well defined way of filling up the report: they felt
that displaying data fields in a logically ordered sequence of screens made them take
into account every part of the report, reducing the possibility of leaving relevant fields
blank because they have not been viewed or considered. Entering and editing the data
fields was also considered to be very simple. Users were able to rapidly understand
how to handle the different types of data fields and the corresponding input technique.
They were also positively impressed by the new features of the PDA-based report,
such as criticality color coding or graphical interaction with standard symbols
automatically and clearly drawn by the software in the injury subsection.

The rating of the statement about handwriting recognition indicates a usability
problem. Results obtained by the considered users with handwriting recognition were
not satisfactory: most of their written words were not correctly recognized, and they
had trouble following the writing tips suggested at the beginning of the test, because it
felt unnatural to them. The high variance of this rating is due to the fact that although
all users were dissatisfied with the results, two of them did not rate negatively the
feature because they felt the input method could perform better with practice. Two
users reported that the available screen space was insufficient for them to write a long
word entirely. Moreover, three users expressed concern about the effectiveness of this
method when used on a moving ambulance.

The virtual keyboard led to better results and the word completion feature was able
to suggest also some medical terms. However, letter-by-letter typing was time
consuming for all users. This was seen as an advantage by one user, who reported that
using the keyboard forced him to be more concise in writing textual descriptions on
the report. An interesting comment that came from another user was that she would be
writing faster using a TO9-like input system tailored to medical terms and
abbreviations. She pointed out the fact that she and her colleagues are very familiar
with typing SMS messages on cell phones. Four users reported that keyboard keys
were too small, and hard to read and use. We further elaborate on textual data entry in
the next section.

Some users remarked that sending the data through a PDA could improve
communication between them and their headquarter in terms of speed and reliability,
since today they communicate much information by voice through mobile phones or
radios from noisy environments. Electronic reports were also perceived by first
responders as a more secure way of recording data, since paper sheets can be torn,
soiled or lost.

4 Conclusions and Future Work

The informal evaluation showed that first responders who are completely unfamiliar
with PDAs can quickly learn how to use the proposed ambulance run reporting
application, without the need for a particular training.

We are currently working at the handwriting recognition issue that came out during
the evaluation, and we plan to consider different options to offer an easy-to-use and
efficient text input method to the target users. One possibility would be to implement
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a T9-like input system relying on a medical dictionary. Users could be presented with
an on-screen phone-like keyboard, possibly with larger keys and more convenient
controls for symbols and punctuation. Considering the widespread usage of cell
phones, this technique could be a good choice also for people who are not familiar
with the QWERTY layout. It would also eliminate the problem of having a full
keyboard squeezed into the PocketPC screen, that forces the size of the keys to be
very small. Another option could be to use a format such as UNIPEN [6] or InkML
[7] to represent digital ink information. Such data can then be processed by a
recognition software (most likely running on a server rather than the PDA) to translate
handwriting into text. For example, LipiTK [8,9] is an open source generic toolkit that
supports the UNIPEN format natively, can support different recognition algorithms
and is meant for the development of online handwriting recognition engines. We are
also considering the possibility of limiting the need for handwriting as much as
possible through a mechanism for assembling the text by selecting sentences or words
from pre-compiled lists specific to the ambulance run domain.

Another interesting development of the system could concern functionalities for
receiving data directly from monitoring devices, such as the ECG monitor, that are
available onboard ambulances.

Moreover, we have also started working at an adaptive version of the user interface
with the aim of (i) automatically proposing the next most appropriate fields to fill
based on the information previously entered in the report, (ii) guiding first responders
to comply with the correct medical protocols in accordance with the clinical scenario
they are dealing with, by introducing into the system an advisory capability based on
medical knowledge.
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Abstract. The main priorities of emergency medicine are to rescue
lives and to limit the damage to life and limb of the patient as much
as possible. The emergency physician analyzes the situation at the ac-
cident scene and chooses the appropriate first aid methods as well as
the follow-on medical techniques at the hospital. The goal of CANIS
- the Carinthian Notarzt (emergency physician) Information System -
aims at the establishment and optimization of the information stream
between the emergency rescue vehicle (ERV) or emergency rescue heli-
copter (ERH), and/or the receiving hospital. To achieve this, a feasible
hardware setup must be established which meets the challenging require-
ments of an emergency situation.

Keywords: Emergency Systems, Emergency Patient Care Report Form,
Hardware, Setup, Speech Recognition, Digital Pen, Optical Character
Recognition (OCR), Wireless Data Transmission, Mobile and Wearable
Devices.

1 Introduction

Documenting medical emergency events in Austria - as presumably in most Eu-
ropean countries - involves largely the paper-based application of an Emergency
Patient Care Report Form (EPCRF). After the arrival of the emergency physi-
cian at the accident site, this paper-based form is used to document and to report
the assessments and emergency treatments performed. Together with the patient,
this information arrives at the dispatching hospital where both are handed over
to the emergency department simultaneously. Obviously, immediate electronic
transmission of patient data and diagnoses would put the receiving institution
in a more favorable position, since admitting the expected patients could be pre-
pared much better in advance due to the improved state of knowledge. However,
introducing an electronic emergency response information system into extreme
environments such as an accident scene, considerable analyses must be accom-
plished in order to employ suitable data recording and transmission devices.
After all, the major responsibility of emergency physicians is to save the lives of
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their patients, which must not be hampered by the important, but subordinate
task of data entry into a mobile device [IJ.

2 Motivation

This paper focuses on suitable mobile devices, to support data entry for elec-
tronic emergency medical response systems with the emergency physician on-site
as the primary actor. In addition, non-standard data acquisition technologies as
an alternative will also be evaluated. Our research is part of the CANIS project,
and concentrates on the analysis of the current state of the emergency medical
response system in the province of Carinthia (Austria), as well as the develop-
ment and implementation of an electronic Emergency Patient Care Report Form
(eEPCRF), which relies on mobile clients for on-site data acquisition and wire-
less data transmission to the receiving hospital. The project employs portable
clients which consist of rugged Tablet PCs as well as smaller and handier Per-
sonal Digital Assistants (PDAs). Additionally, a combination of both in order to
optimally support the emergency physician in any potential working scenario is
provided.

As far as the project is concerned, the problems listed below occur in the
deployment of the current paper-based EPCRF. Moreover, the outcomes which
result from these problems as well as the primary project goals are described.

Problems:

— Non-structured, (mostly spoken) sequential disclosure of information

— Basic knowledge (diagnosis, therapies, medications) about the patient at the
accident site is lacking

— No suitable tool/device for quality assurance of documentation

— An error-free accident protocol is very hard to realize, but is required by law

Results:

— Best possible preparations to receive the incoming patient at the receiving
hospital is very limited

— Potential delay of essential life-saving medical measures, and as such

A possible reduction of the quality of care for the patient, which results in

— The neglect of the medical protocol requirement

Project Goals:

— Simple, fast and mobile data acquisition corresponding to usability criteria
and following the fire & forget principle

— Data collection simultaneous to first aid measures via voice recognition

— Utilizing the Austrian electronic health insurance card (eCard) or introduc-
ing an RFID solution to identify the patient

— GPS-localization of the emergency physician

— Contactless identification of the emergency physician (RFID) as well as the
patient
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All recorded entries should be time-stamped in order to afterwards guarantee
an accurate traceability of all events. Other features like an automatic GPS
determination of the accident location, or even the capability of reading out
data from the patients eCard, represent important privacy issues and concerns,
and will therefore be handled with care.

3 System Architecture

Interoperability with other predefined components in the healthcare sector is
a major demand for the CANIS application. Figure [ illustrates the communi-
cation flow within CANIS as well as all the components involved. On the one
hand, these components are independent systems, which are integrated in the
overall IT management of a hospital (e.g. Hospital Information System - HIS,
and Management Information System - MIS), or medical devices which are op-
erated by the emergency rescue team (e.g. electrocardiogram - ECG, or blood
pressure meter).

Digital radic connection
with the rescue f
amargency physician
Services

Update from
Electronic patient record request accident site
=» eventually execute admittance
in HIS
HL7 HL7

Data exchange synchronized
with mobile CANIS application

CANIS

mobile
EKG
L)

Protocol forwarded \/
to the SHI
ozt

pressure y 1
Read out patient data
from patient’s eCard .

EP

Read out data fram
medical devices and Epm:;:y
transmit to CANIS

HPC

Healthcare
Information Systam

Accident site

Fig. 1. CANIS Communication flow and the important components of a Medical Emer-
gency Event
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On the other hand, the CANIS communication architecture consists of co-
dependent as well as independent institutions, like the Emergency Services Call
Center (ESCC), or the Social Health Insurance (SHI). The ESCC, for example,
is the component where the emergency call is received and that then distributes
the best suitable medical emergency team. Furthermore, the ESCC provides
important information at the accident site. Thus, during the transport, all re-
quired resources - like operating rooms, medical equipment, surgical teams - can
be allocated. The Social Health Insurance (SHI) institute is another interesting
communication partner for CANIS. Largely relevant for billing scenarios, the
SHI institute can gather patient-related data for the accounting department.
Austria’s eCard is an optional component for the future, when eCard holders
can store their individual medical information on the card itself. This concept is
currently not realistic, because of the sensitive nature of patient’s data and the
legal restrictions concerning data security and protection.

The communication between the existing clinical systems will be provided by
a standardized open interface called Health Level 7 (HL7).

Table 1. Data Acquisition Modalities

HCI/GUI Standard Input| Voice Input

De < &L

"\"'%

TabletPC, PDA Digital Pen Speech Dictation/
with stylus and finger Understanding/
Recognition

In order to ensure that the system remains open for a variety of accident,/ emer-
gency rescue scenarios as well as for the requirements of emergency physicians,
many different hardware combinations for an emergency rescue implementation
have been identified. Table[lillustrates three possible data acquisition modalities.
The Human-Computer-Interaction (HCI) could be performed via Tablet PC and
PDA, however, both displays need to be sensitive to stylus and finger touch. Stan-
dard data acquisition includes the digital pen, whereas voice input can be divided
into three categories: speech dictation, speech understanding, and speech recog-
nition. Possible options that are being developed include a speech recognition
component for both mobile platforms (Tablet PC, PDA) as well as a device for
the digital capture of handwritten notes (Digital Pen). Using the voice input
device, emergency physicians will be able to record data easily with their hands
remaining free. The digital pen on the other hand allows doctors to fill in their
standard handwritten protocols while simultaneously transmitting the digitally
captured data to the server via Bluetooth and the current cellular technology. In
addition, the digital pen could be an attractive product to become familiarized



Feasible Hardware Setups for Emergency Reporting Systems 33

to digital data acquisition, and to enhance the users acceptance of electronic
data acquisition. [I]. With the feature of digital data capture, a variety of po-
tential legal problems that arise without the corresponding Health Professional
Card (HPC) can be solved (e.g. handwritten signature).

4 Hardware

Regardless of the numerous features that electronic devices nowadays have to
offer, the requirements of the potential user - the emergency physician - need to
be kept in mind, as well as the specific features that are absolutely necessary for
devices used in medical emergency settings. Analyzing these events, the device
has to cope with constantly changing environmental conditions and to withstand
rather rough handling.

4.1 Requirements

The following hardware requirements have been identified in order to optimally
support the user.

Display. Thinking of small and handy PDAs, their display size might be just as
small, which put the user in a non favorable position when trying to interact
with the application using his or her fingertips, not to mention wearing
rubber gloves, as emergency physicians wear in general. Touch screen sizes
of regular PDA’s range from 2.8” to a maximum of 3.6”, and hence do not
provide an accurate user interface. Also, daylight readability for Tablet PCs
and PDAs is required in order to appropriately use both devices outdoor.

Weight. Another important requirement when thinking of a mobile device is
the weight factor. How satisfied would an emergency physician be, when in
addition to the mental stress the physical stress accrues by carrying around
a 4 kg mobile computer? A PDA is handy and light-weight and barely no-
ticeable while being carried around. A Tablet PC is not as heavy as 4 kg
either, but it depends on the brand and type selected.

Audio. The requirements for the audio component of the device focus primarily
on wireless headsets that are needed in order to acquire data via voice in the
mobile context. Therefore, the Bluetooth service needs to be integrated and
provided by the headset.

Protection and Operating Condition. The fact that emergency physicians
are wearing rubber gloves while performing lifesaving measurements as well
as the more or less constant presence of blood and other fluids already
strongly demands the use of a more sturdy and feasible design. Rugged
devices seem therefore to optimally fit the working environment of an emer-
gency physician, and it seems obvious that these devices should belong to
the target group. Special coatings and sealants - internal as well as exter-
nal - contribute to the specific design of rugged devices, in order be able to
exposure the device to extreme temperatures, humidity, dust and vibration.
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In order to determine which rugged mobile device is most suitable for the
application field of emergency events, specifications and ratings for rugged
devices that have been established by several government agencies, indus-
try organizations, and also independent laboratories needed to be examined.
The most common standards and ratings are the following three [2].
— TP Rating (Ingress Protection), defined by the International Electrotech-
nical Commission (IEC),
— National Electrical Manufacturer Association (NEMA), defined by the
IEC,
— Military Standard (MIL-STD) or Military Specification (MIL-SPEC),
established by the U.S. Department of Defence,
The minimum requested protection level for devices integrated in the medical
emergency process is an IP rating of IP54 (dust, limited ingress, water sprays
from all directions) and MIL-STD 810F (shock and vibrations), which also
include a possible operating temperature of -15 °C and +60 °C [I].

Power Supply. Battery life has to last at least up to eight hours (regular work
shift). Features like "hot swappable” or being able to charge the device inside
the car is a possible alternative, although, for this amount of time the device
is bound to the car which limits its mobility.

Connections. The device is requested to provide sufficient components to con-
nect to networks as well as other devices, in order to retrieve and process
emergency or patient-relevant information.

Table 2. Requirements for Tablet PCs for the Application Field of Medical Emergency
Events (*optional)

Characteristics Requirements Tablet PC Requirements PDA

Weight below 2 kg below 0.8 kg

Display 1024x768, daylight readable, 640x240, daylight readable,
touch screen - pen and finger touch screen - pen and finger
sensitive, transmissive sensitive

Audio speakers/ microphone speakers/ microphone

Power Supply "hot swappable” ”hot swappable”

Connection Ethernet, GSM/GPRS, Blue- GSM/GPRS, Bluetooth or
tooth, WLAN 802.11*, USB WLAN 802.11, USB

Operating Condition -15 °C and +60 °C -15 °C and +60 °C

Protection min. [P54, MIL-STD 810F  min. IP54, MIL-STD 810F

Table 2] provides an overall view of the requirements that are absolutely nec-
essary for feasible Tablet PCs and PDAs in the context of medical emergency
events.

Depending on the range of capabilities and cost structure, emergency physi-
cians can determine the ideal IT support combination for their work settings.
Four different hardware setup combinations have been established, as can be seen
in Figure 2. Setup #1 is a combination of both, Tablet PC and PDA, whereas
the Tablet PC is mounted stationary in the ERV, and the emergency physician is
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Setup #1 Setup #2 Setup #3 Setup #4

ERV \ | | !

Emergency Physician

Speech Recognition

Digital Pen

Fig. 2. Four feasible hardware setup combinations (*optional)

equipped with a PDA. Setup #2, on the other hand, provides a Tablet PC inside
the ERV, which is connected with the emergency physician at the accident site
via voice. However, this setup does not provide visual feedback to the emergency
physician. Setup #3 focuses on the PDA device including speech recognition, and
setup #4 is again a combination of Tablet PC and PDA, plus digital pen and op-
tional speech recognition. In order to gain an optimal support for their working
environment, emergency physicians are now able to select any given setup.

4.2 Devices

After having tested numerous different hardware platforms and devices, it was de-
termined that the following devices would optimally fit the requirements imposed
by the project. The chosen tablet PC devices are the Walkabout Hammerhead
RT, the Panasonic Toughbook CF-18, and as handheld version the Gotive H42
was selected. TableBldisplays the major characteristics of all three devices [TI3J4].

5 HCI Aspects

The following Human-Computer-Interaction aspects need to be kept in mind.

GUI. Touch screen and stylus allow direct manipulation of data, which, in the
context of emergency events, is more than favorable. The intended user may
enter patient-related data easily and fast with his fingers or with the help
of the provided stylus. As the use of touch screens is a form of direct ma-
nipulation, the hand-eye coordination is much easier than with mice and
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Table 3. Features of Hammerhead XT, Toughbook CF-18,and Gotive H42 (*optional)
L3

Features Hammerhead RT Toughbook CF-18 GOTIVE H42
Processor Intel Pentium M III Intel Pentium M (1,2 Intel Bulverde PXA

(933 MHz) GHz) (270 - 520 MHz)

Main Mem- 512 MB SO DIMM 512MB SDRAM 1 GB non-volatile Flash

ory (DDR2) memory, 128 MB RAM

Hard Disk yes yes no HDD

Drive

Dimensions 280 x 210 x 41 mm 271 x 49 x 216 mm 230 x 94 x 34 mm

Weight 2.17 kg (incl. battery) 2.1 kg (incl. battery) 580 g (incl. battery)

Display 10.4” 1024 x 768 (XGA) 10.4” 1024 x 768 (XGA) 6,2” 640 x 240 (HVGA),
transmissive, daylight- transmissive, daylight- 65 536 Colors, Inte-
readable TFT Active readable TFT Active grated Touch screen
Matrix  Color LCD, Matrix Color LCD, (Digitizer, Touch)
(Digitizer, Touch) (Digitizer, Touch)

Audio integrated speaker, mi- integrated speaker, mi- integrated speaker, mi-
crophone crophone crophone

Battery Life 4 hours, hot swappable 4-6 hours hot-swappable

Connection WLAN 802.11, Ethernet, WLAN WLAN 802.11, Blue-
GSM/GPRS, Blue- 802.11, Bluetooth, tooth, GSM/GPRS*,
tooth*, USB 2.0, GSM/GPRS, GPS*, GPS*, USB 2.0, SD
PCMCIA Type III Slot USB 2.0, PC Card Type Card Slot, CF Card

III Slot, SD Card Slot Type II Slot

Operating -15 °C to +60 °C -10 °C to 460 °C -10 °C to +60 °C

Condition

Protection IP-64, MIL-STD-810F IP54, MIL-STD-810F  IP-54

Others Smart Card Reader via Smart Card Reader via Bar ~ Code  Reader,

PCMCIA PCMCIA Smart Card Reader,
Fingerprint Reader

keyboards, which again supports the learning process [6]. However, as the
devices mentioned so far, in particular the PDA, provide limited display
sizes, an adapted GUI is essential. If the icons or buttons are too small or
too close to each other, using the fingertips may hamper the ability to click
on the correct icon or button.

Speech Recognition. The speech-based prototype is developed using Nuance’s
speech recognition system VoCon 3200. After having tested several recogniz-
ers of various manufacturers, VoCon 3200 was selected in order to act as a
speech server which communicates with the Graphical User Interface (GUI)
of the eEPCRF via TCP. The system architecture has been designed in order
to meet the requirement of an independent speech recognizer that could be
easily exchanged if necessary. The following characteristics [B] need to be kept
in mind in order to gain beneficial results when employing speech recognition
in medical emergency events.
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Speaker independence: multiple emergency physicians use the application
— Continuous speech: support of a natural way of interaction

— Small vocabulary: standard EPCRF contains about 400 words

Low grammatical complexity: to fill in the eEPCRF, complex grammar
is not needed

— Voice input via headset: to ensure a high recognition rate

The results of several usability tests concerning speech recognition can be
divided into three main categories: speech instruction set, vocabulary, and
general design preferences. In order not to narrow the user’s speech instruc-
tion set, the gained results showed that multiple instruction choices for one
action should be offered. Furthermore, additional manual data acquisition is
demanded by a high percentage of the test candidates.

Digital Pen Input. The digital pen model that has been selected for the CA-

NIS project is NOKIA’s Digital Pen SU-1B, which provides data transmis-
sion via Bluetooth.
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Fig. 3. Design of digital pen form without OCR/handwriting recognition [I]

The digital pen enabled paper has been developed by the Swedish com-
pany Anoto (www.anoto.com). It holds the license and ensures the compati-
bility of the digital pens from the various manufacturers with the forms and
software products. After having accomplished and evaluated several usability
tests, the decision was made not to integrate either Optical Character Recog-
nition (OCR), nor handwriting recognition. Therefore, the form needed to
be designed without any free text areas. As the use of checkboxes does not
require the need for an OCR or handwriting recognition, this feature was
adopted when replacing free text areas by checkbox-alike components as can
be seen in Figure 3.


www.anoto.com
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6 Conclusion

The environmental setting of medical emergency events is not neat nor are the
working conditions simple. The main actor concerned in this paper is the emer-
gency physician, who performs his/her time-dependent tasks under constant
mental and physical stress. An electronic Emergency Patient Care Report Form
(eEPCRF) in combination with a feasible hardware setup can support the emer-
gency physician in this very sensitive environment. Key factors for the optimal
teamwork of user and device are in this context, on the one hand a feasible de-
vice, which, in regard to its weight, display features, power supply, connecting
options, protection and operating conditions, has to be adapted to the emer-
gency physician’s needs. On the other hand a user friendly GUI is requested, as
one major goal is it to additionally support the user while providing extensive
features and by no means to hamper his/her work.
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Abstract. In this paper we consider disaster management as the coordination of
resources in space and time, and contrast this with the Joint Operational Picture
(JOP) used in military planning. The basic premise is that the processes
involved in the collection and management of information could interfere with
the priorities of dealing with immediate demands on ‘rescuers’ and their
managers. Thus, we explore ways in which collaboration could be made as
implicit as possible. The paper includes small-scale user trials of prototypes to
highlight potential benefits and shortcomings. The paper concludes with
consideration of how brokering approaches to coordination could be realized
using the prototypes described in this paper.

Keywords: Wearable computers, Collaborative Technology, Digital Annotation.

1 Technology for Disaster Management

In 2005, the U.S. National Research Council (NRC) convened a panel to consider the
role of information technology to enhance disaster management. The resulting report
(NRC, 2005) addresses three broad areas: ‘the critical and evolving role of
information technology to disaster management’; ‘research directions for information
technology in disaster management’; and ‘collaboration, coordination and
interoperability’. The report is grounded in the experiences and problems of contem-
porary disaster management and places much emphasis of the social, cultural,
organisational and technical demands and constraints on operations that are
conducted in inhospitable environments by many different agencies. This raises
significant challenges for the design of future technologies to support disaster
management (Meissner et al., 2002).

Many of the concerns raised in NRC (2005) address immediate problems relating
to communications network coverage and interoperability of different working
practices and technologies. However, the report also hinted at future directions for
research, and we pick up on the following (emphasis added):

i. “..reliable voice communications...will continue to be the
unequivocal highest priority for the public safety community”;

J. Loffler and M. Klann (Eds.): Mobile Response 2007, LNCS 4458, pp. 39—007.
© Springer-Verlag Berlin Heidelberg 2007
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ii. “strategic planning on a multi-jurisdiction, cross-agency basis
eases the burden on individual jurisdictions and agencies by giving them a
common framework...”;

iii. “systems that allow data to be accessed from the field are valuable
in a number of settings”;

iv. “visual data such as pictures, video and maps are increasingly
complementing and being integrated with voice and text data”;

v. “The importance of better situational awareness is illustrated by the
observation that responders run the risk of becoming casualties
themselves...”;

vi. “Context (including a user’s location, task load, and environment) is
critical to decision support and situational awareness”.

The first point indicates that, for the near future at least, any new technologies are
likely to be seen as adjunct to voice communications. NRC (2005) makes clear that there
remain significant problems in using voice in areas that have been affected by disaster. In
terms of network management, there is consideration of the use of ‘cognitive radio’ (Fette,
2006) to better manage dense communications across fragile networks.

We also note that, by and large, disaster management is concerned with managing
resources in space and time, albeit in a ‘space’ that is hostile and risky, and under
time pressure to remove survivors and victims. Before elaborating this idea, it is
worth considering what we might mean by ‘collaboration’ in disaster management.
To this end, we take a specific activity involved in disaster management, the
identification of victims. Figure one shows some of the agencies that could be
involved in the activities related to disaster victim identification (DVI) in the U.K.
Once a body has been recovered, it needs to be properly and formally identified
before it can be returned to its home country and family. Mistakes in DVI can have
distressing consequences. Thus, there is a need to ensure accuracy in identification,
which requires liaison between agencies working on site and agencies holding ante-
mortem records, such as medical or dental records. From this one can begin to
appreciate the NRC (2005) argument for the need for a ‘common semantics’ to
support sharing of information. One can also begin to appreciate that ‘collaboration’
need not entail direct contact between all agencies at all times, but can involve
exchange of information through a number of different routes.

Talks at the Managing Disasters 2006 conference highlighted how competition
between demands can come from different working practices, e.g., differences in
collecting samples to perform dental analysis for DVI have implications for the
management of work, and the preservation of bodies. Obtaining material and
comparing this with patient records requires access to ante-mortem information
(dental records); as a result of this activity, the body can be identified positively, and
there is a need to track both the body and anything removed from it during the rest of
the DVI process. During the tsunami that hit Thailand, there was some success in
making such records available, in pdf, over secure web-access (Sweet, 2006). Thus,
the digitization and exchange of ante-mortem information is being established in
disaster management.
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Fig. 1. Agencies involved in Disaster Victim Identification

2 Collecting Data in the Field

We agree that a fruitful line of enquiry can be found in the development of novel
concepts in mobile and wearable technology to support disaster management in the
field (Aldunate et al., 2006). As noted above, there is a need to provide some form of
identification of material recovered and the body itself as it moves through the DVI
process. There is growing interest in the use of radio frequency identification (RFID)
for disaster victim identification (DVI). An RFID tag can be fitted to the body, and
the tag updated with information as it becomes available. The RFID would most
likely be placed inside the body (Meyer et al., 2006) or in the teeth (Thevissen et al.,
2006) so as not to be either dislodged or damaged in processing or storage. Extending
this notion a little, it becomes feasible for the RFID tags to also provide links to other
information for the investigators, e.g., activation of a tag might call up a photograph
of the body in situ prior to recovery.

As Raskar et al. (2005) suggest, placing RFID tags on artefacts in the world can
support augmented reality in a manner that requires minimal interaction between
person and computer. This will require additional descriptors of the data. A key
descriptor of data collected in the field is its location. The obvious choice to support
labelling of data in terms of location would be Global Positioning Satellite (GPS)
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systems. Often these data are combined with aerial views on GIS systems in order to
support coordination of search and rescue teams.

In addition to sending data about location and artifacts, it can also be useful to
provide some images from the scene. For example, in managing floods in the early
1990s in Leicestershire in the UK, a police officer said that he felt hampered by not
having a view of the scene; if there had been video footage in the Silver Command
Post, it would have helped with evacuation decisions.

If people pass images from the field to a command post, then there could be a need
to label items of particular interest or have some means of categorizing incoming
images. Wilhem et al. (2004) describe how mobile multimedia metadata (MMM) can
be used to tag photographs taken with a camera phone. The MMM consisted of
CellID (to indicate location), date, time, and UserName. This provides a basic
metadata set that can be used to describe some aspects of the image. In our work, we
use GPS (for location of the observer) together with the bearing of the object (from a
digital compass). In addition to these data, we also provide an opportunity for the
observer to provide simple coding of the image, e.g., in the form of selection from a
pie-menu (Cross et al., 2005). Thus, annotation becomes partially automated through
the use of sensors on the image-capture device (see figure two).

03/29/2006

Fig. 2. View through the SmartScope Display

3 Implicit Collaboration

We have outlined a high-level view of disaster management, as the coordination of
resources in space. From this point of view, it is not surprising that there is much
work on adapting and extending Geographical Information Systems (GIS) concepts to
disaster management. As Johnson (2000) noted, there are numerous uses of GIS to
support planning, mitigation, preparedness, response, recovery, e.g., “A GIS can work
in concert with GPS to locate each damaged facility, identify the type and amount of
damage, and begin to establish priorities for action (triage).” (p.9).
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Fig. 3. Digital Support for Joint Operational Picture'

This necessitates a system that maps the location, activity, capabilities, and movement
of resources to be onto an accurate representation of the environment. In military terms,
such a representation can take the form of a Joint Operational Picture (JOP). Figure Three
shows an example of a JOP detailing scheme of manoeuvre and location of hostile and
friendly assets, superimposed on a map of the terrain. The InfoOps Staff would update
this JOP as information becomes available and to modify it in the light of new commands.
The process of updating this display is, typically, manual.

One key difference between the actual role of the JOP in military operations and
the possible role of such a ‘shared view’ in Emergency Response lies in the nature of
the work being coordinated. One can assume that the JOP is often used to provide a
shared view of the environment in order to effect some agreed upon action, e.g., move
Forces into specific locations to defeat an enemy. This implies a ‘Command Intent’
that is shared by all Forces. In Emergency Response, it is feasible that there may be
several ‘Command Intents’ (for each of the Services involved) and that, in some
instances, these might conflict or, at least, might involve different interpretations of
the environment. Thus, it is unlikely that a single JOP could be suitable for
Emergency Response. However, it might be possible to provide different views on a
JOP, i.e., such that each Service can view their own operations individually, but can
also view the operations, locations etc. of other Services. This could provide both a
means of overviewing the operations and also some support for implicit collaboration.

In disaster management, it is unlikely that people would (as yet) fill a specialist
InfoOps role, and that most of the people on the ground would (initially at least) see
themselves as ‘rescuers’. This implies that action would involve local decision-
making to deal with immediate threat or opportunities, and that providing reports of
terrain, conditions, etc. could be some way from the first priority. Thus, we see a
potential conflict between the needs to act swiftly and appropriately at the scene of
the disaster, and the need to provide sufficient information to allow high-level
coordination and management. Our research has been to develop devices that, on the
one hand, provide intuitive, easy-to-use, rapid reporting capability in the field and, on
the other hand, support strategic command of activity.

! http://www.defense-update.com/features/du-3-05/c4i-6.htm
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4 Coordinating Search Activity

In terms of the sort of information that might need to be collected at a disaster scene,
figure four shows the site of an air crash. The area is girded and the various parts of
the aeroplane marked. Having a SmartScope in this context could provide a means of
rapidly acquiring this information. The inspectors would take a photograph of parts in
situ, and using the rotary menu to categorise the parts. This information (converted to
XML) is passed to a control post and combined to provide an overview of the site.
Inspection of this overview can be performed either globally or in terms of specific
categories, e.g., all items classified as ‘cabin seating’.

TACFICAL

STRATEGIC

TRANSPORT TEAM [10] FRsTAD
ACCESS CONTROL [11] PosT MORTEM INFORMATION GENTRE
PERSONNEL [12] soby ExammaTION
ANTE MORTEM INFORMATION CENTRE 13|  COFFIN BODY BAG STORE
MEDIA CENTRE [14] pentaL ExaminaTion

SECURITY [15] wepIcAL EXAMINATION
CATERING E BODY STORAGE
ﬂ EQUIPMENT |17| SCENES OF CRIME, PHOTOGRAPHY & FINGERPRINTS
E COMMAND CENTRE |18| PROPERTY CENTRE

|19] BODY RECEPTION

Fig. 4. Performa report for aircraft accident investigation (Adapted from Interpol, 1997)

In order to construct figure four, one needs to define the environment in terms of a
search grid, to allocate areas to searchers, to record finds as accurately as possible
against the grid and to determine areas that might require special search efforts. In a
‘traditional’, i.e., non-technological approach, this process might involve briefings at
which searchers are gathered to receive instructions or to report back. This can be a
time-consuming process and one which could benefit from real-time sharing of
information. However, having people provide information to a command post whilst
they are searching could prove disruptive and irritating. Thus, we suggest that it could
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be useful to have some means by which salient data can be collected without
distraction from the search and recovery tasks.

An analogy with the use of ‘data link’ between aircraft pilots and Air Traffic
Controllers (Acts); much of the communication between ATC and aircraft can be seen
in terms of reporting location and bearing. Using data link to automate this exchange
frees the communication channels in what can be a very busy network for more
important communications. Figure Five shows an application in which a person in
the field uses sensors to conduct an initial search (in this case, we use a simple system
comprising a metal detector coupled with Global Positioning System to indicate finds
and their location). Results of user trials with this equipment showed that, in well-
defined search tasks conducted in stable environments, the datalink led to
significantly superior performance over speech communications, but that as either the
search task become more ambiguous or the environment more complex, the
advantages of datalink were reduced (Baber et al., 2005).

Fig. 5. Searching for Targets using metal detector and GPS linked via WLAN to command post

4.1 Defining Search Patterns

Having established the path that search activity can take, it is possible to allow the
commander to interact with this search by drawing paths on a whiteboard in the
command post (see figure six). Interactive whiteboards are receiving increasingly
serious consideration across a range of emergency services (see figure seven). For the
most part, their use tends to be on the recording of data and manipulation of images
on the display. In our work, a path drawn (by hand or with a pen) is converted into
coordinates and used to compare the actual movement of agents in the field (defined
by GPS) against this desired path. Deviation from the path are flagged up and
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converted into simple messages to the searchers. The messages are not unlike those
used in car navigation systems, but their origin lies not in the computer planning a
route but in the intention of the search coordinator.

Fig. 6. Commander’s view of the search activity. The figure shows the path being followed,
together with search actions (light dots) and identified objects (dark dots).

Fres

Fig. 7. Defining a search path for agents in the field

5 Collaboration Through Annotation

So far, we have considered ideas of providing images with some meta-data tags, or
sketches on images to manage activity. This provides some capability to annotate the
image, albeit in a basic manner. However, as Boujut (2003) notes, the practice of
annotation is often subordinate to verbal discussion, especially in desktop systems.
For example, an annotation is used to point to a feature that the person is talking
about, or speech is used to explain the nature of a given annotation. If annotation of
images collected at the scene is to be used to support coordination, then a better
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understanding of the manner in which these practices arise and are used is needed.
Boujut (2003) suggests that, over time, the annotations form a ‘shared repertoire’
within a given community of practice. The use of standardized annotations on images
could also provide additional support to organizations that use a variety of different
languages.

Previous work has demonstrated that providing participants with a tablet-PC and
software that allows images to be annotated can improve performance on the
recording of archaeological finds (Cross et al. 2003). In this work, images were
captured and then layers of annotation added to define different categories of interest.
The results suggested that people found it quicker and easier to annotate a photograph
than to produce sketches. However, this raises two associated questions for the use of
annotation to support collaboration: (i.) was there a difference in the usefulness and
accuracy of the resulting drawings? and (ii.) was it possible to use the drawings to
support collaboration? In order to explore these questions, we developed a system
that ran on Wireless Local Area Network (WLAN) and that allowed the observer in
the field to capture an image, annotate it and send the annotated image back to a
command post. The commander could then view the annotated image and, if
necessary, provide additional annotation or comment. Figure eight shows the user
interface at the command post. This shows (from left to right) a set of command
options, the annotated image and a text box containing details or chat, the original
image and a map showing the location at which the image was captured.

[ Remote collaborator
Menu Artefact Message

 User Details
User: None
Case None
Status None

Menu 1

Add Artefact

View collection

Fig. 8. User Interface on Server

A user trial was undertaken to explore elementary usability issues associated with
the use of a networked annotation tool. In this trial twelve students of engineering
were required to visit five specified locations, capture an image at each location and
add annotation to the images in order to answer specific questions. Their performance
was measured in terms of time to complete the tasks and in terms of subjective rating
of the ‘accuracy’ and ‘usefulness’ of the annotations. The study compared performance
using the computer-tool with similar activity using paper.

The results of the study show that the initial collection of the image was
significantly faster when using the computer than when using paper [F(1,4) = 52.337,
p<0.001], which is primarily due to the difference between taking a photograph and
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producing a sketch. However, (interestingly) there was no difference in time to
complete the annotations on the computer or on paper (although this involved very
different activities in the two conditions). Finally, the transfer of information from the
field was faster with the computer, because the annotated image could be sent over
the wireless local area network whereas the paper needed to be transported to the
laboratory. Thus, the general pattern of performance results fits that of previous
studies in showing that the use of the computer leads to faster performance.
However, we also considered the usefulness of the resulting images and annotations
and found that the rating for usefulness was no different for the computer and paper
conditions, but that the paper condition produced higher ratings of accuracy than the
computer [F(1,4) = 10.631, p< 0.001]. This latter finding could relate to the degree of
level of detail that the user could add with the pen-based computer, particularly in
terms of hand-written notes and labels, but would probably improve with higher
resolution displays. Finally, participants were asked to rate their subjective workload
using the NASA-TLX and it was found that the paper condition lead to higher ratings
for temporal demands, effort and frustration. This is illustrated by figure nine.

Mental Physical Temporal  Performance Effort Frustration
demand demand demand

Fig. 9. Workload ratings from NASA-TLX (paper as horizontal stripes; tablet as solid blocks)
[NB Lower rating is better]

6 Discussion

If much of the management in a disaster involves the coordination of resources in
space, then having some concept of how coordination is performed and can be
supported would be useful. In recent years, ‘coordination theory’ has been proposed
as way of conceptualizing some of these issues (Malone, 1988). For example, Malone
and Crowston (1994) define coordination as the process of *...managing
dependencies...” This is an interesting perspective in its focus on dependencies
between activities or resources or agents, rather than simply the matter of ‘arranging
people to perform functions’. One implication is that these dependencies can be
organized hierarchically, e.g., goals decompose to strategic objectives; inventory
decomposes to components.

In a useful analogy, Malone (1988) likens coordination processes to the use of
contracts in business: an announcement for specific work is made; agents bid to
undertake that work (on the basis, say of their skill sets, their availability, their
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location etc.); a decision is made to award the work to specific agents and the work is
performed; the result of the work is reported. In terms of coordination of mobile
response, this analogy can be applied almost intact. At a disaster scene, there is likely
to be an influx of people willing to provide help during rescue and recovery
operations, and this requires some means of coordination to ensure that not only all
aspects of the work are appropriately resourced but that any potential conflicts are
resolved as smoothly as possible. The suggestion is that agents ought to be in a
position to recognize those dependencies that most affect them and seek to organize
activity through constraint satisfaction. While this might sound implausibly
democratic, there remains a need to exercise higher-level command in order to
optimize constraints for the good of the overall system rather than for each clique.

In this paper, we have considered disaster management in terms of the
coordination of resource in space, and suggested that developments in technologies
that can be carried, or worn, and used in the field, could provide enhancements to
coordination and collaboration. Our intention is to highlight ways in which new
technologies can provoke new ways of thinking about the process of inter-agency
collaboration and the many organizational challenges facing disaster management.
We suggest that one way of thinking about the ‘common semantics’ requested by
NRC (2005) is to think about ways in which GIS technologies can be supported by
mobile and wearable devices in a way that support implicit collaboration between
agents in the field.

Acknowledgements. The work reported in this paper is supported by a grant from the
Engineering and Physical Sciences Research Council [EPSRC GR/S85115 MsSAM:
Methods to Support Shared Analysis for Mobile Investigators.
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AMIRA: Advanced Multi-modal Intelligence for
Remote Assistance
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Abstract. AMIRA provides a multi-modal solution that significantly improves
the accessibility and resources available for supporting urgent and critical
decisions that must be taken by mobile workers, operating individually or in
multi-discipline collaborations, at their point of intervention in an event. By
integrating reusable search components and collaboration methods, the AMIRA
platform has been used to create various multi-modal applications for use by
mobile workers operating in safety or business critical situations in the field.
The analysis of proof-of-concept applications tested in the field produced
evidence demonstrating that AMIRA added value to the decision making
process by providing information that is not currently available through existing
support mechanisms.

Keywords: Search, collaboration, multi-modal environment.

1 Introduction

AMIRA is a pan-European research and technology development project with the aim
of providing rapid, relevant and reliable time-critical information to support urgent
and critical diagnostics and decisions that must be taken by 'mobile workers' (such as
incident commanders or vehicle repairers) at the point where they are undertaking
their work.

Such a mobile worker may have to diagnose the source of a problem. It may be a
rarely experienced problem, or at least something not seen before in either training or
experience. The criticality of the situation may range from simply one of time, to a
life-threatening emergency. In order to identify and resolve the problem encountered,
such a person needs access to multiple sources of information, provided in a
meaningful way via a mobile processing and communications device with at least
speech input and possibly a hands-free kit to connect to an interactive system. Today,
such an intelligent, intuitive system does not exist. The overall goal of AMIRA is to
provide just such a solution.

Four proof-of-concept applications have been tested in real situations during
several months: vehicular road-side assistance for the Transport Engineering Works
of West Midlands Fire and the Civil Defence Authority (business-critical environment)
and support for incident commanders within various UK and Swedish emergency fire
services (safety-critical environment).

J. Loffler and M. Klann (Eds.): Mobile Response 2007, LNCS 4458, pp. 51-60] 2007.
© Springer-Verlag Berlin Heidelberg 2007
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This paper introduces the AMIRA vision and technologies, and presents an analysis
of the trials performed on selected end-users' applications.

2 The AMIRA Vision

The AMIRA vision incorporates agent technologies for supporting mobile workers:
Case-Based Reasoning (CBR [2], [3]) and full-text search [5] — representing the
‘information agents’; CSCW (Computer Support for Co-operative Work [6]) —
representing the ‘moderator agent’; and Speech [4] or Graphical Dialogue —
representing the ‘user agents’. Whereas the reasoning and search components deliver
the intelligence of the system, the speech/graphics components provide the end-user
interface - enabling the mobile worker to access the information and knowledge
retrieved by the 'intelligent' components of the system. Through agent technology, the
CSCW component acts as a hub, providing support for collaboration between
components, between users and components, and between users and users.

The various components do not act separately from each other. One of the key
aspects of AMIRA lies in the development of integration methods sufficiently
powerful to reconcile the incompatibilities in data types and representations between
the different reasoning and search components, and to use the incoming/outgoing user
agents.

3 Technology Description

3.1 High-Level Architecture

AMIRA does not deliver a specific application but a library of loosely coupled
reusable components (see [1] for a more detailed presentation of the underlying
technologies and their integration). The backbone of the AMIRA platform integrates
four key technologies: case-based reasoning, free text search, speech dialogue and
collaborative agent's technologies. AMIRA combines the various components to
enable the creation of diagnostic and decision support applications, focusing on
processes and solutions for the management of critical incidents, emergencies or
disasters.

The term 'loosely coupled' means that the individual components — CBR, search,
user dialogue or collaborative working — are not tightly bound together as an
inseparable whole, but rather can be used in a mix-and-match manner offering a great
diversity of application and solution potential, for example:

e By coupling speech dialogue with search and reasoning technologies, structural
CBR drives the intelligence behind the dialogue, generating the questions to be
automatically answered.

e By coupling CBR and free text search, the AMIRA platform can deal with both
structured and unstructured information repository, optimise the retrieval
accuracy of free text search, and minimize the effort required for building the
initial model.
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The overall AMIRA architecture, illustrated below, shows the interaction between
the users of the AMIRA platform. Acting as moderator, the CSCW component
manages the user’s input and interactions and provide them the adequate information
from the various search engines.

User

User Monitor

TCRIF TCPIIP TCPIP

CSCW ‘,\‘-
=
TCP/IP TCP/IP
CBR Full Text
Search Search

Fig. 1. High-level architecture of the AMIRA platform

The mandatory components for this architecture are:

e The CBR engine, which is used to build, maintain and retrieve information inside
the knowledge base;

e The search engine, which aims at building, maintaining and indexing the corpus
of textual information;

e The client agents (speech dialog system or dedicated GUIs for PDAs, laptops or
mobile phones), which provides access to the knowledge resources to the mobile
users;

e The collaborative workflow environment, which triggers the end-users queries to
the various knowledge sources through collaboration patterns.

The usage of these components is detailed in the next section.
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3.2 Component Library

CBR is a knowledge-based technique that reasons from prior experience, trying to
answer the question: “has anyone ever seen a similar case before, and if so what
decision was made?” Traditional CBR technology requires that information be
structured (using a domain model or ontology). AMIRA has developed semantically-
based and context-aware systems that can acquire, organise, share and reuse
knowledge in structured and unstructured format. The extended CBR engine has the
ability to process trends in data, in order to be able to identify and recall cases with
similar parameter shifts. In addition to these enhancements, AMIRA has coupled
CBR with search techniques in several aspects so that the combination will benefit
from the best aspects of both techniques. AMIRA has also coupled CBR with
grammar-based speech dialogue to enable speech ‘self-service’. While the platform
provides speech dialogue, the task of creating a ‘decision-tree’ like structure to drive
the dialogue is very important. CBR in AMIRA drives the intelligence behind the
dialogue and automatically generates the questions to be answered.

State-of-the-art in industrial strength, the search component is characterised by
data scalability, real-time indexing, linguistic analysis in a wide range of languages
and highly expressive relevance models. To widen the applicability of these advanced
search technologies, AMIRA has developed analysis and correlation techniques for
advanced searches in real-time based on scaleable CBR principles. AMIRA has also
applied, configured and validated these techniques using a wide variety of
information sources from the selected scenarios: AMIRA-TEW (the truck repair
casebase) and AMIRA-FIRE (the fire incidents casebase). This is in order to build an
index of the documents based on their respective domain model.

Although many commercially available speech dialogue techniques exist today, in
general the dialogue is reactive, insomuch as it is driven by human responses to
questions rather than being proactive in using past experience intelligence to drive the
dialogue. To enable such a proactive, intelligence-driven dialogue, AMIRA has
created semantic space matching surface expression semantics with underlying task
specific descriptions. This approach not only allows for a wide variety of acceptable
user expressions, it also makes the system largely language independent in the sense
that surface language for both input and output can be changed irrespective of the
internal representations. In addition, AMIRA has implemented dynamic dialogue
strategies allowing for appropriate dialogue behaviour for different levels of expertise,
co-operation and environmental conditions, from noise levels to transmission
problems. In the open field, robustness at all levels is crucial for usability. The
dialogue system runs exemplary dialogues in two domains: The AMIRA Fire domain
and the TEW domain. It is worthwhile to stress that these different dialogue models
and their different behaviours all run under the same system. It is sufficient to re-start
the local speech dialog system client using different initialisation files to switch from
one domain to the other. AMIRA has also implemented other client systems, ranging
from a standard HTML GUI to specific GUI dedicated to PDAs and mobile phones.

Surrounding the three key technology strands of AMIRA (speech, reasoning and
search) is the moderator support for sharing information and communicating
effectively. The CSCW provides technological support for implementing workflows,
sharing information and communicating effectively. AMIRA has seamlessly
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integrated knowledge technologies into the collaborative work, thereby adding a
knowledge layer with new intelligent services on top of the agent infrastructure.
AMIRA has also expanded collaboration beyond the co-operation of humans, by
including proactive services (based on CBR and search technology) that feed
knowledge relevant to the current work context from heterogeneous sources.
Introducing knowledge-based technologies optimises collaboration patterns (as
discussed in the next section) and workflow in general, through reuse of best-practice
experience. The AMIRA CSCW component is realised through a Collaborative
Agent-based Knowledge Engine (CAKE). CAKE is a general domain-independent
architecture that can be used for developing a wide range of applications. It provides a
very general data and process model that can be expanded by domain-specific data
classes and processes, leading to domain specific ontologies. Therefore, an editor, the
CAKE Editor, is available that allows users/knowledge engineers to create, edit and to
view the domain model.

3.3 Collaboration Patterns

In order to support the working processes of the mobile workers, AMIRA delivers a
dynamic pool of agents whose interaction is managed by the CSCW system. Two
specific types of agent are necessary to handle the dynamicity of the targeted
scenarios: User-agents and information-agents. User-agents are the technical interface
to humans such as mobile workers (including, for example, incident commanders and
vehicle repairers). Conceptually, the humans are part of their corresponding user-
agent; consequently, they can log in and log out dynamically so that the pool of
agents is not fixed, but highly dynamic. Information-agents provide contextual
information about the application domain, such as the CBR or search engines. The
knowledge containers that they use are part of the information-agent. Technically,
each agent consists of a technology component, such as a speech dialogue system in a
user-agent or a CBR/Search engine in an information-agent, and a CSCW-Wrapper
that realises the connection between the CSCW system and the technology
component's specific interfaces. Additionally, a reporting-engine acts as an additional
information-agent. The CSCW system acts as a moderator and information router
among all agents and supports the communication between them. The choice of an
adequate combination of agents is performed dynamically through a set of so-called
competence 